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ABSTRACT
We present DMove, directional motion-based interaction for
Augmented Reality (AR) Head-Mounted Displays (HMDs)
that is both hands- and device-free. It uses directional walk-
ing as a way to interact with virtual objects. To use DMove,
a user needs to perform directional motions such as mov-
ing one foot forward or backward. In this research, we first
investigate the recognition accuracy of the motion direc-
tions of our method and the social acceptance of this type
of interactions together with users’ comfort rating for each
direction. We then optimize its design and conduct a sec-
ond study to compare DMove in task performance and user
preferences (workload, motion sickness, user experience),
with two approaches—Hand interaction (Meta 2-like) and
Head+Hand interaction (HoloLens-like) for menu selection
tasks. Based on the results of these two studies, we provide
a set of guidelines for DMove and further demonstrate two
applications that utilize directional motions.

CCS CONCEPTS
• Human-centered computing → Mixed / augmented
reality; Gestural input.
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1 INTRODUCTION
Augmented reality (AR) allows users to interact with vir-
tual objects that are overlaid on the physical space via see-
through head-mounted/worn displays (HMDs/HWDs). Ordi-
narily, gestural input [13, 53] is preferred to keyboard and
mouse. ARHMDs have sensors that can detect head and hand
movements [31, 36, 37]. What these sensors can also capture
is body motion (e.g. moving the body forward/backward or
left/right) by assuming that the position of the head is the
position of the user and that users’ head can move along
with their body towards a certain direction. Unlike head-
and hand-based gestures, body motion is underexplored and
thus underutilized in current AR systems. Body motion can
present several benefits compared to hand- and head-based
motion. Hand-based motion usually requires users to keep
their hands in mid-air which could result in arm fatigue dur-
ing prolonged interactions [39]; it can also cause inaccurate
interactions (e.g. unwanted menu item selection)—for exam-
ple when users’ hands accidentally go off the small tracked
area of HMDs. Similarly, HMDs often cause motion sickness
and, when using frequent head motions, there is the risk of
increased sickness [60]. With body motion, it is possible to
avoid arm fatigue and to minimize motion sickness and, as
shown later in our results, still allows for high accuracy of
interaction and good usability ratings. Our research explores
the use of directional body motion to interact with AR HMDs
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Figure 1: Interaction in three commercial HMDs, (a)
HoloLens—Head+Hand-based (Hybrid) interaction (b) Meta
2—Hand-based interaction (c) Magic Leap 1—Controller-
based interaction.

based on the accuracy of object selection, task completion
time, and user subjective feedback on workload, motion sick-
ness, and overall usability. Our focus in this paper is on menu
item selection, but the results are applicable to other types
of interaction, and interface.

At present, there are threemain commercial ARHMDs—the
Meta 2 [36], Magic Leap 1 [31], and HoloLens [37]. Figure 1
shows how each device supports users’ interaction with the
virtual environment. Meta 2 allows hand-based interaction
where users need to move their hand to the menu item and
confirm the selection by using a hand gesture (i.e. grab).
HoloLens uses a hybrid approach for menu selection, where
a ray is extended from the virtual camera position towards
the viewing direction and into the virtual environment. The
end of the ray is akin to a cursor and users confirm a selection
by a hand/finger gesture (i.e. hand-tap)—in other words, it
requires users to use their head to move the cursor and their
hand for selection. This research only considers device-free
approaches since they are more flexible than device-based
approaches and can be used in more scenarios, environments,
and types of AR devices.

In this paper, we present DMove, an approach to interact
with AR HMDs that is hands-free, does not require handheld
devices, and avoids the need to use head motions; instead,
it uses directional body movements. In our approach, the
system is trained to recognize the possible directional body
motions around the user with 2 distances (Far and Close).
Selection is made when the system predicts that the user
has made a particular movement. Our approach only needs
the sensors that already come in current AR HMDs, like
Meta 2; and unlike Magic Leap, it does not require a hand-
held device. In the first of two studies, we explore two as-
pects. The first deals with the feasibility and accuracy of our
recognition method, and the second is about assessing users’
social acceptance of directional motion-based interactions
and their perceived physical and mental comfort levels in
each direction. Based on the results, we then optimize our
technique and, in a second study, we compare DMove with
hand-based interaction (like what is available toMeta 2 users)
and Head+Hand-based interaction (akin to what users do

with HoloLens). Menu selection is the chosen task because it
is a common activity in AR and other types of HMDs. Based
on the results of the two studies, we are able to extract a
set of guidelines for interfaces that are based on directional
motions. Also, we present two sample applications that can
leverage DMove-type apart from menu selection.

The contributions of the paper include: (1) a motion direc-
tion recognitionmethod that requires no additional handheld
devices nor sensors for current AR HMDs; (2) an optimized
directional motion-based interface (DMove); (3) an evalua-
tion of 3 menu selection methods for AR HMDs; (4) a set
of guidelines for applications that use directional motion-
based interactions; and (5) two applications external to menu
selection and that use DMove as their interaction interface.

2 RELATEDWORK
Device-free Interaction in AR HMDs
Mine [38] pointed out that interacting with virtual objects
requires (1) a mechanism for the identification of the objects
to be selected, and (2) some signal or command to indicate
their selection. We next describe two commonly used device-
free interactions for AR HMDs.

Hand-based Interaction. Hand-based interaction is one of the
most commonly used selection methods in AR HMDs [34]
because it is assumed to be natural and practical. To perform
a selection of a near object [38], users first need to choose
the virtual object to be selected by hovering the hand over it
and then selecting it by performing a gesture—e.g. in Meta 2
[36] users select the item by making a grab gesture. To select
an item that is placed further away from the user, Mine [38]
suggests that users can utilize their finger to point at the
object followed by a selection gesture. Studies have looked
at the finger pointing [4, 33], but these techniques require
an additional external sensor like Kinect that is placed at a
distance to detect and classify the gestures.
In general, hand-based interactions that require users to

hold their hands in mid-air are uncomfortable and can be
tiring, particularly for AR/VR devices [51]. This is because
users are forced to keep their hands within the small area
tracked by the sensors. Inaccuracies can often occur when
the hands go off the area. In addition to issues with the
recognition algorithm and other technical limitations [55],
mid-air hand interactions are also sensitive to users’ physical
abilities which can lead to unpredictable performance.

Head-Pointing. Together with hand-based techniques, head-
based interaction has been actively studied in the virtual
reality (VR) HMDs [7, 10]. It has been widely adopted as a
standard way of pointing at virtual objects without using
hands or hand-held pointing devices [29]. Instead, it relies
on the HMDs’ built-in IMU sensors. Recent studies further



have explored head-based techniques in both VR [3] and
AR [29]. Like techniques based on eye-gaze, using the head
may lead users to suffer the ’Midas Touch’ [27] problem
of unintentional selection because head-pointing has this
same problem when confirmation of a selection is needed.
Researchers have investigated solutions to this problem such
as using dwell time [27, 41, 49, 54], adopting gaze gestures
[9, 12, 25, 26], applying a second modality such as controllers
[29], but these solutions are at times not ideal. For example,
having a dwell time can slow performance; gaze requires
additional expensive trackers but still suffers from accuracy
issues; and not every AR HMD can track a handheld device,
furthermore forcing users to hold a device prevents their
hands from being used to manipulate the virtual objects in
these systems.

One solution used in commercial HMDs is combining both
head and hand-which is referred to as hybrid interaction,
which relies on the use of the head to move the cursor to a
target and hand gestures to confirm the selection, like it is
done with HoloLens [37]. However, this approach still suffers
from the limitations of hand-based interaction.

Body Motion-based Interaction
Foot-based Interaction. Alexander et al. [2] suggest that foot-
based interactions can be grouped into two categories based
on how foot actions are mapped to system commands. Dis-
crete foot gesture [11, 47, 59] are those that are mapped to
specific tasks (e.g. locking and unlocking a mobile phone).
Continuous gestures [19, 24, 40, 43, 44, 46] are those that are
mapped to tasks with a spatial component (e.g. moving in
one direction in a space). Although it can add an extra dimen-
sion to users’ interaction, in general the proposed techniques
using users’ feet require additional external sensors. This
constraint limits users to fixed environments and within the
space tracked by the sensors. Because AR HMDs are meant
to allow freedom of movement, the need to have external sen-
sors is not desirable. Our approach avoids this constraint and
relies solely on the sensors that already come with current
commercial AR HMDs.

Full Body-based Interaction. Body motion direction-based
interactions have several advantages. As our results show,
they can be accurately predicted by a system that requires
minimal training. They avoid the pitfalls of hand- and head-
based interaction. Body motion tends to be natural and does
not force users to be in uncomfortable, unnatural positions
for long periods (like hand interactions which users must
hold their hands in mid-air). Also, as our results show, they
do not increase motion sickness despite the need for users
to make body movements.

Given their potential benefits, but without the limitations
of other types of gestures, we want to explore the use of the

Figure 2: An example of a movement. (a) Starting State—A
user is ready to move toward the North-East direction. The
blue dot is the starting position tracked by the system. (b)
Prediction State—The state used to predict the moving direc-
tion where the user has nearly finished the movement. The
green dot is the end position tracked by the system. The sys-
tem calculatesvx j, j−1 ,vzj, j−1, ∆Pxi,0 , ∆Pzi,0 and then sends the
results to the algorithm. (c) End State—A movement is fin-
ished.

motion-based interactions for current consumer AR HMDs.
We also want this type of interaction to be hands- and device-
free. As this research shows, our technique DMove is as fast
as other methods for menu item selection and also brings a
subjectively better user experience.
Besides, full body motion-based interactions can be ap-

plied to other domains (e.g. gameplay [14, 42]). Further, this
type of interaction can encourage physical activity in of-
fices and homes and as such can bring health benefits to
their users—e.g. just ten minutes of physical activity can
help users gain cognitive and physical benefits [28]. Besides
work-related applications, body motion can be used for gam-
ing interfaces. For instance, an exergame leveraging body
motion as input has the potential to be utilized to encour-
age physical activity, so that for example elderly users or
children can do exercises in a fun way regularly at home to
develop their physical strength [16, 52]. At the end of the pa-
per, we present a sample of exergame that uses motion-based
interactions.

3 DMOVE
In this section, we discuss the DMove’s motion recognition
method and the interface for our Study One.

Motion Recognition Method
We use machine learning to classify the user’s motion di-
rection. Instead of classifying it through movement patterns
(i.e. changes in the sensors’ acceleration values in three di-
mensions), we identify the gesture (i.e. posture at the end
of the movement). This is because the former approach will
not always work because some HMDs, like Meta 2, do not
allow access to their acceleration data; we want to make this
method suitable for all AR HMDs.



Next, we describe our method in detail. In three dimen-

sions, a spatial position is defined as P =©­«
x
y
z

ª®¬ (see Figure 2). A
spatial path

∏
describes the spatial progression of move-

ment. It is an ordered list of measured spatial positions:∏
= (P0, ..., Pi , ..., Pn); where P0 is the starting position, Pi

is the position we predict the performed movement, Pn is the
position where the user finishes the motion (see Figure 2).
The values used in our analysis process are described in the
following formulas:

∆Pxi,0 = Pxi − Px0 (1)

Where ∆Pxi,0 is the distance users moved/traveled from the
starting position (P0) to the position to be predicted (Pi ). This
formula also applies to ∆Pzi,0 .

∆vx j, j−1 =
∆Px j, j−1
∆tj, j−1

(2)

Where ∆vx j, j−1 is the current speed of the head along the
X-axis. ∆Px j, j−1 and ∆tj, j−1 are the distance and time differ-
ences between this frame and the respective last frame. This
formula also applies to ∆vzj, j−1 .

m =
∆Pxi,0
∆Pzi,0

(3)

Wherem is the slope of the line from P0 to Pi in X-axis and
Z-axis.

Classification. Tested features are ∆Pxi,0 , ∆Pyi,0 , ∆Pzi,0 , dis-
tance traveled between P0 and Pi , slopem. Only ∆Pxi,0 and
∆Pzi,0 are included in our dataset since the features analysis
using Weka [18, 56] has shown that they are the top 2 fea-
tures and all predictions are based on them. We apply the
Random Forest classifier provided byWeka for predicting the
motion directions. Figure 3 shows the algorithm flowchart.

Interface and GUI
We proposed two interfaces that are based on eight direc-
tions—East (E), North-East (NE), North (N), North-West (NW),
West (W), South-West (SW), South (S), and South-East (SE). Fig-
ure 4 shows the two designs. The first design is 8-block
DMove which each direction has one distance level—No
Limit (we suggest at least 20 cm away from the starting posi-
tion to improve the accuracy); the other is 16-block DMove
which each direction has two distance levels—Close (we sug-
gest 30 cm away from the starting position) and Far (we
suggest 60 cm away from the starting position). We wanted
to use two levels of the distance (Far and Close) around the
user because, with two levels, the technique can have more
interface items, but this may also affect the prediction accu-
racy of distinguishing between the two levels. To guide users
visually, both interfaces are displayed in front of their view

Figure 3: Algorithm flowchart for predicting the motion di-
rection; we set the constraint to 0.1 m/s since it works well
according to our test trials.

Figure 4: (a) 8-block and (b) 16-block DMove interface.

like a GUI where the tiny white point in Figure 4 represents
the head position.

4 STUDY ONE
In this study, we focused on the accuracy of our motion direc-
tion recognition technique. We also investigated the social
acceptance of the motions (i.e. in front of whom users would
accept to perform these motions and where) and comfort
levels (mental and physical) of doing such motions.

Participants and Apparatus
12 participants (4 female) aged between 17 and 28 were re-
cruited from a local university campus to participate in the
study. They all had normal or corrected-to-normal vision.
The study was conducted using a Meta 2 AR HMD [36] con-
nected to a standard computer with an i7 CPU, 16 GB RAM
and an Nvidia GeForce GTX 1080Ti GPU. We implemented
the system in Unity3D. All experiments were conducted in a
lab where users cannot be seen from outside.



Figure 5: Sample of social acceptance questions (adapted
from [1]).

Design and Evaluation Metrics
The experiment employed a one-way within-subjects de-
sign where the independent variable was interface—16-block
and 8-block. We were interested in two variables, (1) Target
Direction—E, NE, N, NW, W, SW, S, SE; and (2) Target Dis-
tance—Close, Far, and No Limit. Participants were asked to
do a training data collection session first for both interfaces
and then do the testing sessions. The order of the interface
was counterbalanced.

The evaluation metrics were listed below:

• Accuracy. Accuracy was measured based on repro-
ducibility [17] and how stable and scalable the system
was against the data collected from a different session.
An error was recorded when the classifier failed to
predict the correct movement direction.

• Physical and Mental Comfort. It quantified how the
users’ comfort levels (both physical and mental) var-
ied across each Target Direction × Target Distance
combination. We used 5-point Likert questions to col-
lect the data.
There are measurement tools for fatigue and comfort.
And one of the most common one s is the 6-20 Borg
scale [6]. However, we did not choose to use this scale
because it seemed more suitable for measuring phys-
ical comfort alone. The questionnaire we used mea-
sured both physical and mental comfort of the partici-
pants during their interaction with the AR HMD.

• Social Acceptability.We adopted the questionnaire from
[1] (see Figure 5) to assess in which places and in front
of whom users were comfortable doing the motions.

Task and Procedure
The experiment began with the data collection session for
each interface where the order of the interface was coun-
terbalanced. The system would ask participants to perform

each directional movement five times starting from N fol-
lowed by the other directions in a clockwise order till the
last direction, i.e. NE→E→SE→S→SW→W→NW. For the
16-block DMove, the system would ask participants to do
the Target Direction × Close first then Far. For the 8-block
DMove, they only needed to do the No Limit movement for
each direction. They were asked to let the head follow their
body movement in a natural way to help them keep their
balance and their head steady. In between conditions, partici-
pants were requested to fill out the Physical/Mental Comfort
questionnaire.

After the data collection session, they did the testing ses-
sion. The order of interfaces was the same as the data col-
lection session for each participant. However, unlike the
testing session, which had a fixed order for the direction, in
this phase, the system randomized the directions. This was
done to better assess the accuracy of the system and to avoid
participants’ muscle memory. Similar to the data collection
session, participants had to reach each direction five times.

At the end of the experiment, participants completed the
social acceptability questionnaire. The whole experiment
lasts around 30 minutes for each participant.

Results
Accuracy. We used 2880 instances collected from the training
session to train the model and used another 2880 instances
from the testing session to test it. The accuracy, precision,
recall, F-Measure for 8-block DMove were all 100% while for
16-block were 98.06%, 98.2%, 98.1%, 98.0%, respectively. As
can be observed from the red blocks of the confusion matrix
in Figure 6a, most of the wrong predictions were in South
Close where our recognition method predicted South Close
as South Far.

Subjective Feedback. The collected data were analyzed using
a two-way repeated measures ANOVA with two factors (1)
Target Location and (2) Target Distance. Bonferroni correc-
tions were used for pairwise comparisons. For violations of
sphericity, we used a Greenhouse-Geisser adjustment for
degrees of freedom.
Physical Comfort. Figure 6b shows the Physical Comfort

ratings of each direction for Target Distance. An ANOVA
showed significant effects of Target Direction (F3.029,16.737 =
11.130,p < .001) and Target Distance (F1.860,20.458 = 13.899,p
< .001) on Physical Comfort.However, no significant inter-
action effect of Target Direction × Target Distance (F14,154 =
1.076,p = .383) was found. For Target Direction, post-hoc
pairwise comparisons revealed significant differences be-
tween N-SW, E-SE, E-S, E-SW, SE-W, SW-W, SW-NW (all
p < .05). It also yielded a close significant difference be-
tween N-SE (p = .073), N-S (p = .076), SE-NW (p = .053),



Figure 6: 16-block DMove Confusion matrix (a). Comfort ratings for each direction for Physical (b) and Mental (c).

Figure 7: Acceptance rates for different audiences (a; left),
and locations (b; right).

and S-W (p = .063). For Target Distance, pairwise compar-
isons revealed a significant difference between Close and
Far (p = .001), No Limit and Far (p = .005), but not between
Close and No Limit (p = 1.000).
Mental Comfort. Figure 6c shows the Mental Comfort

ratings of each direction for Target Distance. An ANOVA
yield a significant effect of Target Direction (F2.420,26.619 =
17.492,p < .001) and Target Distance (F2,22=8.305,p < .05) on
Mental Comfort. However, there was no significant interac-
tion effect of Target Direction × Target Distance (F4.032,44.355
= 1.868, p = .132). For Target Direction, post-hoc pairwise
comparisons revealed significant differences between N-SE,
N-S, NE-SE, NE-S, NE-SW, E-SE, E-S, E-SW, SE-W, SE-NW,
S-W, S-NW, SW-NW (all p < .05). For Target Distance, pair-
wise comparisons revealed a significant difference between
Close and Far, No Limit and Far (both p < .05) but there
was no significant difference between Close and No Limit
(p = 1.000).

Social Acceptability. Participants’ overall feelings during
the task were rated 4.5 out of 6 (s.e. = .195). We calculated
the acceptance rate for each given audience and location
using the percentage of participants who selected each audi-
ence/location in their answers (see Figure 7). A Cochran’s
Q test showed a significant difference between audiences
(χ 2(5) = 20.606,p < .001). Post-hoc McNemar tests (Bonfer-
roni: α-levels from 0.05 to 0.004) showed that the acceptance

Figure 8: 8-block (a; left) and 16-block (b; right) DMove’s plot
image of ∆Pxi,0 , ∆Pzi,0 , where each color represents a move-
ment direction.

rates for strangers were significantly lower than if partici-
pants were alone (p < .004). Also, participants’ responses
suggested that the location would influence their willingness
to use directional motions. A Cochran’s Q test showed a
significant difference between locations (χ 2(6) = 39.368,p <
.001). Post-hoc McNemar tests (Bonferroni: α-levels from
0.05 to 0.004) showed that the acceptance rates for using
DMove at home was significantly higher than at a shop or
other public places, and on sidewalks (all p < .004).

Discussion
Direction Motion-based Interface. Our method showed very
good accuracy for identifying the users’ movement direction
in both 8- and 16-block DMove interfaces. The reason was
that the attributes used in our dataset clearly distinguished
the movement directions (see Figure 8). Participants’ sub-
jective feedback indicated that motions toward the South
direction lead to both physical and mental discomfort. Dur-
ing the experiment, we also observed that each participant
had his or her own predisposed way of making directional
movements due to their physical attributes—e.g. taller users
were able to take a longer step than the shorter users. As such,
we believe that using a user’s own motion data will likely
increase prediction performance because it will consider the
physical characteristics of each participant.



Figure 9: Using Hand, Hybrid, and DMove to select an item from the menu. (1) Hand (a) A user needs to move the hand to the
target and hover it, (b) and then performs a close palm gesture to select it. (2) Hybrid (c) A user needs to rotate the head to
move the cursor to the target, (d) and then performs a palm closing gesture to select it. (3) DMove (e) A user needs to go the
NE direction, (f) a selection is made when the user (nearly) completes the action.

Figure 10: (a) Hand/Hybrid—Meta 2 Workspace-like menu
interface, and (b) final-DMove interface—optimized based
on the 16-block layout with S removed and had one single
larger area for SE and SW directions (only 1 level due to
users’ discomfort with two levels).

Social Acceptability. According to the results of the social
acceptability questionnaire, most participants were quite pos-
itive towards a DMove-based interface; only one participant
gave a low rating of 3. They were willing to do directional
motions alone or in front of familiar people (see Figure 7a).
They preferred private spaces (such as their home and work-
place) rather than public areas (see Figure 7b). Based on this
feedback, we suggest that a DMove-type of interface should
be used in in-door scenarios (i.e. home or workplace) and in
front of people familiar to the user.

Optimization. Based on the performance and subjective feed-
back, we decided to work further with the 16-block interface
and optimize it. Since users have difficulty moving towards
the S direction, we decided to make some adjustments to S
and also SE and SW directions. We removed S and combined
the 2-levels SE and SW directions into one single direction
each. In this way, users could easily move towards these
two (now much larger) directions. After these changes, the
DMove interface had 12 items ( Figure 10b).

5 STUDY TWO
In the second study, we explored the use of DMove for menu
selection, a very common activity in AR HMDs. We com-
pared the performance, suitability, and usability of DMove
with two device-free interaction methods, Hand-based and
Hybrid (Head+Hand), for menu selection because they rep-
resent two of the most common, and available ways for
selecting menu items in current AR devices. Similar to Study
One, we also measured workload, motion sickness, and user
experience of the three methods. We only considered device-
free approaches because they are applicable to a wider range
of scenarios, and types of HMDs.

Evaluated Conditions
We evaluated the following 3 Selection Methods for menu
selection:

• Hand-based interaction (or simply Hand). This was sim-
ilar to what Meta 2 would provide. To select an item
in a menu, a user had to move the cursor controlled
by one hand in mid-air to hover it on the item and
then make a palm closing gesture to confirm its selec-
tion. Figure 9(1) shows this scenario. Visual feedback,
in the form of extra green light and enlarged item, was
provided to indicate whether the hand was correctly
positioned on the item. A sound would be played to
confirm the selection. We modified the code from one
of the sample demos provided by Meta Company, the
developers of the Meta 2.

• Hybrid-based interaction (or simply Hybrid). This was
analogous to howmenu selectionwas done inHoloLens,
where a user had to move the head to control a cursor
and position it on an item—selection was confirmed
by a hand gesture. The HMD would track the head
motion casting a ray to the virtual environment. The
end of the ray was akin to a cursor, which served as vi-
sual feedback. Hand detection cursor was provided to



inform the user of the cursor’s state. A sound would be
played when a selection was made. Figure 9(2) shows
an example of this approach.

• Directional Motion-based interaction (DMove). In this
condition, a user had to move their body with one foot
towards a direction location that represented a menu
item. For any motion performed, the classifier would
return the direction and block. A cursor presenting
the user’s position was provided on the HMD as visual
feedback and a sound would be played if a selection
was made. Figure 9(3) shows an example of how a user
would select the NE item.

We designed the menu items (see Figure 10) based on offi-
cial design guidelines [35], which suggested that they should
be located at around 0.5m away from the user. However,
regardless of this, the users could still adjust the position
between them and the menu items to a comfortable distance
before the start of the experiment. We used grid menu layout
for Hand and Hybrid interaction because both HoloLens and
Meta 2 have applications that rely this type of layout. For
example, the developers of Meta 2 provided guidelines and
an official application using a grid layout—we followed the
guidelines and adapted the application for this experiment.
We did not use the grid layout for DMove because it did not
represent a natural mapping for around body interactions.
Our choice of radial layout was based on feedback from a
pilot study and also from previous research [21, 32].

Participants and Apparatus
18 participants (6 female) aged between 17 and 28 were re-
cruited from the same local university campus as in Study
One. They all had normal or corrected-to-normal vision and
were right-handed. To avoid biases, none of these partici-
pants did Study One. This experiment used the same appara-
tus and lab location as Study One.

Experiment Design, Task, and Procedure
The experiment followed a 3 × 2 within-subjects design with
two factors: Selection Method (Hybrid, Hand, and DMove)
and Menu Size (Large—same size as Meta 2 Workspace, and
Small—80% of the Large). The combinations of Selection
Method ×Menu Size were counterbalanced. The whole ex-
periment lasted about one hour for each participant. Before
the trials started, the participants were asked to complete a
pre-experiment questionnaire to gather demographic infor-
mation and were informed of the purpose of the study. Since
Study One suggested that using the user’s dataset could help
improve recognition accuracy, we collected data from each
user before the first testing session to train our system. This
data collection session was conducted in the same way as in
Study One but with fewer directions and took just around

Figure 11: Mean task completion time (a; left) and error rate
for the six layouts (b; right). Error bars indicate ± 2 standard
errors.

2-4 minutes. To balance the conditions, participants were
also given up to 5 minutes of training with both Hand and
Hybrid interactions. When participants felt rested and ready,
they would proceed to the testing session.
In each session, each block (representing a menu item)

would randomly appear once, one by one, for a total of five
times. After each session participants completed three ques-
tionnaires: NASA-TLX [20], user experience questionnaire
(UEQ) [30], and motion sickness assessment (MSAQ) [15].
We instructed participants to maintain their head steady and
in a comfortable position whenever possible. In the end, we
asked them to provide comments on each of the interfaces.
The experiment returned 3 (Selection Method) × 2 (Menu
Size) × 12 (blocks) × 5 (times) × 18 (participants) = 6480
trials.

Results
We analyzed the data using a two-way repeated measures
ANOVA with two independent variables, Selection Method
(Hand, Hybrid, DMove) and Menu Size (Large and Small).
Bonferroni correction was used for pairwise comparisons,
and Greenhouse-Geisser adjustment was used for degrees of
freedom for violations of sphericity.
Task Performance. Figure 11 presents the task completion
time and error rate among the six layouts. For task com-
pletion time, the ANOVA test yielded no significant effect
of Selection Method (F1.197,20.341 = 2.555,p = .121), Menu
Size (F1,17 = 1.108,p = .307), and Selection Method ×Menu
Size (F1.219,20.715 = 1.177,p = .303), which showed that the
completion time for each Selection Method was equal. For
error rate, there was a significant main effect of Selection
Method (F1.506,25.610 = 14.138,p < .001), but no significant
main effect of Menu Size (F1,17 = .524,p = .479) and no
significant interaction effect of Selection Method × Menu
Size (F1.940,32.980 = 2.069,p = .144). Post-hoc pairwise com-
parison revealed a significant difference between Hand and
Hybrid, Hand and DMove (both p < .05); this meant that
hand had higher error rates than Hybrid and DMove. There
was no significant difference between Hybrid and DMove.



Figure 12: Overall NASA-TLX workload (a; left) and overall
UEQ scores among all 6 layouts (b; right). Error bars indicate
± 2 standard errors.

NASA-TLX Workload. For overall workload, DMove Large
was rated the best (M = 36.63, SD = 17.07) and Hand Small
(M = 47.80, SD = 21.13) was rated the worst. ANOVA tests
yielded a significant effect of SelectionMethod (F1.514,25.732 =
4.676,p < .05), but not of Menu Size (F1,17 = 2.806,p =
.112) and Selection Method × Menu Size (F2,34 = .211,p =
.811). Post-hoc pairwise comparisons revealed a significant
difference betweenHybrid andHand, DMove andHand (both
p < .05; see Figure 12a).

Regarding NASA-TLX workload subscales, ANOVA tests
yielded a close significant effect of Selection Method (F2,34 =
2.947,p = .066) on Mental; a close significant effect of Se-
lection Method (F2,34 = 2.927,p = .067) on Temporal; a
close significant effect of Selection Method (F1.544,26.240 =
3.533,p = .054) on Frustration; and a close significant effect
of Selection Method (F2,34 = 3.094,p = .058) on Effort. No
other significant or close significant effects were found.

User Experience. The score for UEQ was adjusted between
-3 (very bad) to 3 (excellent). Figure 12b shows the overall
UEQ score among the six layouts. ANOVA tests yielded a
significant effect of Selection Method (F2,34 = 6.371,p <
.01), but not of Menu Size (F1,17 = 2.498,p = .132). No
significant interaction effect was found on Selection Method
×Menu Size (F1.350,22.956 = .202,p = .730). Post-hoc pairwise
comparisons showed a significant difference between Hybrid
and DMove as well as Hand and DMove (both p < .05).

Regarding the UEQ subscales, ANOVA tests yielded a sig-
nificant main effect of Selection Method (F2,34 = 6.167,p <
.01) on attractiveness. The pairwise comparison indicated
DMove was more attractive than both Hand and Hybrid
(both p < .05). There was a significant effect of Menu size
(F1,17 = 6.115,p < .05) on stimulation. Post-hoc pairwise
comparison showed Small Menu bought more stimulation
from users than Large Menu (p < .05). No other signifi-
cant effects were found. DMove outperformed Hand, Hybrid
across the UEQ subscales (see Figure 13).

Motion Sickness. For the overall sickness score, DMove Small
was rated the worst (M = 19.29%, SD = 12.55%) and Hand
Small was rated the best (M = 16.59%, SD = 8.73%). ANOVA

Figure 13: User Experience Questionnaire ratings for all 6
layouts with respect to benchmarks.

tests yielded no significant effect of Selection Method (F1.207,
20.521 = 2.860, p = .100), Menu Size (F1,17 = 1.569,p = .227),
and Selection Method × Menu Size (F1.390,23.626 = 1.224,p =
.297) on overall motion sickness. Regarding MSAQ subscales
(gastrointestinal, central, peripheral, sopite-related), ANOVA
tests yielded a significant effect of Selection Method (F2,34 =
4.265,p < .05) on peripheral and a close significant main
effect of Selection Method (F1.149,19.532 = 4.022,p = .054) on
central. No other significant effects were found. Post-hoc
pairwise comparisons showed no significant effect between
any Selection Method on peripheral.

6 DISCUSSION
In this section, we discuss the reasons why DMove is a strong
candidate interface for menu selection based on users’ per-
formance and experience for the current AR HMDs.

Task Performance
The results indicated that Hand, Hybrid, DMove have equal
selection time, while Hybrid and DMove had lower error
rates than Hand. We observed that the high error rate in
Hand was due to wrong selection of the item that was next to
the intended targets. Although visual feedback was provided
(by expanding the size and adding additional highlight color)
for the item that the users’ hands were currently hovering
on, the system’s detection time for whether their hands were
on the virtual item was slow (1-2 seconds). Faced with this,
users chose to trust their spatial knowledge and performed
the selection gesture which was often incorrect, and this
led to higher error rates. This was not the case for Hybrid
which the users’ hands were only used to perform a gesture
to confirm a selection. Interestingly, we found that Menu
Size had no effect on task performance. This might have been
because the difference between Large and Small was not big
enough to cause a significance. Based on performance alone,
we suggest Hybrid and DMove should be considered before
Hand for current AR HMDs.



User Preference
NASA-TLX Workload. Regarding the overall workload, Hand
was worse than Hybrid and DMove. One reason why partici-
pant felt that the overall workload was higher for Hand was
that to use it well they had to focus very carefully to gauge
where the items were located and the location of the virtual
cursor. This process was tiresome. Although there was no
difference in physical workload among three methods, par-
ticipants had arm fatigue in both Hand and Hybrid—several
them said it was too difficult and tiring to hold their hand
for long periods or to perform the hand gesture repeatedly
to make a selection. In contrast, for DMove there was no
need to exercise the visual focus required in Hand because
they could rely on their spatial awareness of the location
of the items around them to make a quick motion for their
selection. So, users should avoid using the Hand approach if
they consider workload to be a crucial factor.
Motion Sickness. Our results indicated that performing

directional movements in DMove did not result in a higher
motion sickness than selecting menu items via Hand and
Hybrid. Thus, in terms of motion sickness, we believe DMove
was as comfortable as Hand and Hybrid.

User Experience. ANOVA tests showed that DMove pro-
vided a better user experience than Hand and Hybrid. As
mentioned earlier, we considered Hand and Hybrid because
they were used in current the AR HMDs and presumably
were thought to be usable. Our results showed that only
DMove was rated above average to excellent while Hand or
Hybrid was rated much worse. Although our data samples
were not sufficient enough to compare with the benchmarks
[45], they still provided a sense of how much more usable
DMove would likely be when compared to the other two
interfaces. In summary, using DMove results in better user
experience than Hand and Hybrid, and if users regard us-
ability and user experience as the most important factors,
DMove is the recommended choice.

User Comments
According to Bowman et al. [8], natural interactions (like
Hand in our study) provide little additional productivity but
actually can make the task more complicated and unneces-
sarily cumbersome. Hand interaction not only caused some
physical discomfort and arm pain (P7: "my arms are sores af-
ter a while") but participants did not like it because of the lack
of tactile feedback (P10: "It feels empty when I use my hand to
select the virtual objects, because I don’t sense when the action
is finished"). Physical issues are not easy to solve—the only
way is to ask users to rest. The tactile feedback issue could be
solved by using a haptic glove. However, it is expensive. In
the case of Hybrid interaction, participants seem generally
happy with its task performance, but it seems to be bored and

may also cause issues like arm muscle tiredness and pain (P3:
"In the end, I felt a bit sleepy and my arms get tired fast"). On
the other hand, participants have found DMove interesting
and very easy to use. Participants suggested that we develop
an exergame (like [42]) based on DMove, as eloquently put
by P9: "[DMove] is fun, I would recommend using it as an
exergame, it’s good for health".

Design Guidelines for DMove Interactions
Guideline 1: Cater to Individual Differences. Based on our
findings from Study One, DMove should use an individual’s
dataset to maintain (100% or close to 100%) accuracy to take
into account each user’s height, weight, movement speed,
and step distance. To account for these factors and to prevent
poor accuracy, DMove for general users should be calibrated
according to individual physical features and abilities. Be-
sides, we predict a motion just right before a user finishes
it by comparing the head movement speed with a pre-set
constraint, which should also be tuned to suit the individuals.
As our second study show, training the system is easy and
fast and needs to be done only once.

Guideline 2: Flexibility, Efficiency of Use, Customizability. The
comfort ratings from Study One suggests that the Close level
is much easier to reach, and it does not cause discomfort,
while directions that users can see—N, NE, NW, E, W are
much easier to perform. As such, we suggest putting fre-
quently used items/functions in Close directions and avoid
putting them at the directions that users cannot see easily
to increase efficiency and usability.

Guideline 3: Not in Front of Strangers and Public Venues. Based
on the social acceptance results from the Study One, we
recommend using DMove for indoor scenarios such as at
home/work environment (or outdoor but when there is no-
body around). In addition, we suggest that an interface based
on DMove should be used in front of the people users are
familiar with instead of strangers.

Guideline 4: Provide Feedback and Keep Consistency With
Other Interfaces. Results from Study Two point out two ad-
vantages of DMove over Hand and Hybrid. On the one hand,
DMove provides users actual tactile feedback when they se-
lect an item/function because when placing the foot on the
ground they will receive immediate and clear feedback. On
the other hand, DMove is an interface that can be considered
eyes-free because users can use their spatial awareness and
memory to remember where the items are around them. Al-
though it can be eyes-free, we suggest that the menu should
always appear as a simple non-obtrusive visual interface on
the HMD on-demand, similar to a context menu, whenever
users want to use it and so that they do not have to memo-
rize the items of the menu. Similar to what we have done in



Figure 14: An example of a smart environment remote con-
trol using an AR HMD; a user realizes the environment is
dark (a;left) so he/she uses remote control to switch the
lights on (b;right).

this research, we suggest that the interface shows the user’s
movement location—e.g. a simple visual cue like a dot can be
used to indicate to which direction they are moving. Visual
and/or audio feedback can be included to tell them that a
selection has been successfully made.

7 SAMPLE APPLICATIONS
In this section, we present two applications where DMove
can be used for not only AR but also possible for VR/MR
systems.

Remote Control of an Environment
We developed a prototype application ( Figure 14) to remotely
control electrical appliances and devices in an environment
(i.e. home/workplace). There are existing methods for con-
trolling home appliances via voice or a smartphone; however,
such methods have limitations—they either are affected by
ambient noise [23] or require users to have access to an addi-
tional device. DMove does not have any of these limitations.
Users can use it to control smart IoT-linked devices such as a
TV, lights, air condition, with a DMove-type interface. For in-
stance, when using an AR HMD, a user realizes that the light
in the room is too dark ( Figure 14a), then he/she can take a
small step forward, to turn the light on ( Figure 14b). Further,
the user is not limited to turning devices on/off only but
can also to interact with a smart TV, for instance, to switch
channels by taking a small step leftward and staying at "-"
icon to continuously change the channels until the TV shows
the desired one. If the items are not in the current interface,
users can add a new item and customize its function.

Dance Exergame
Our second prototype application is a dance exergame, which
can be accessed and played via a DMove-type interface. Such
a game can be helpful for users of all ages to entrain them-
selves while doing exercise and in the process to improve
their health [5, 22, 48, 50, 57, 58]. The game starts with the
system randomly activating some blocks (see Figure 15). To
deactivate a block successfully, the user needs to perform
the corresponding directional motion within a time period,

Figure 15: An example of a dance game; the DMove interface
(a;left), the particle effect when a correct movement is made
(b;mid), (c;right) to help users engage with the game.

which can be adjusted based on difficulty levels. If the user
fails to move and tap on the blocks before the time limit ex-
pires, the user cannot get points, which are needed to move
to other levels. To avoid motion sickness, we allow users to
set a time limit per round of gameplay (e.g. about 3-5 min-
utes akin to the length of a typical song). To make the game
suitable for the elderly, one can follow the recommended
guidelines provided (e.g. in [14]). In addition, the game can
be multiplayer based and be played with friends via an online
platform, so it could potentially bring in a social component
into the gameplay. Overall, our second prototype is a dance
exergame that can be played in an office or home environ-
ment with an AR HMD and potentially for a VR system as
well.

8 LIMITATIONS AND FUTUREWORK
Although DMove does not cause arm and neck fatigue, re-
peated use in a long period may cause some degree of tired-
ness in the user’s leg or body. On the other hand, the AR
HMDs are commonly used by users in standing position.
Also, as indicated earlier, standing and moving one’s body is
often encouraged in today’s sedentary society—e.g. standing
rather than only sitting while typing. As such, DMove may
offer extra benefits in the form of physical activity.

As stated earlier, we have selected the grid menu for Hand
and Hybrid interactions based on example applications used
in two current AR HMDs. It can be argued that their layout
or the items can be made smaller so that they can fit better
in the common small field of view of AR HMDs or allow
faster selection. However, there is usually a tradeoff between
smaller menu items and hence smaller layout on accuracy.
Our research has not been focused on exploring the ideal size
of menu items and this could be a possible line of research
to help us develop techniques that require Hand or Hybrid
selection of items.
There are several paths to further strengthen DMove. (1)

The levels in one direction can be increased to allow for more
items. This may be useful because, although the number of
items in the radial menu is large enough to meet the needs of
applications in AR systems, there can be cases which a large
number of items are needed. As such, having more levels will



allow more items to be included. (2) It is possible to optimize
the layout further—e.g. finding the most suitable distance for
each level in one direction instead of pre-defined values (i.e.
30cm) that we used in our study. (3) Since we want DMove
to be accessed on-demand, future work can also focus on
exploring ways to separate DMove from ordinary moving.
We have done some preliminary explorations and one way
that is possible for all commercial AR HMDs, for instance, is
to use the third dimension (Y-axis) where users can perform
an on tiptoe (up/down) action to wake up the DMove. This
way, DMove can also be suitable for users with arm/hand
disabilities as it does not require hands or any input device.

9 CONCLUSION
In this paper, we have presented DMove, a device-free and
hands-free directional motion-based interaction for Aug-
mented Reality (AR) Head-Mounted Displays (HMDs) that
can be used for a range of applications including menu se-
lection, remote control, and exergame. We first propose a
method that can be used for recognizing directional move-
ments in HMDs that does not need any additional external
trackers. Then, we conduct a study to examine the accu-
racy of the proposed method for 8- and 16-block interfaces
and also to understand their social acceptability and phys-
ical/mental comfort. We then optimize the interface based
on findings from the first study and conduct a second study
to compare the menu selection performance of DMove with
Hand and Hybrid (Head+Hand) approaches.

We have found that (1) Our proposed recognition method
is very accurate—100% for 8-block DMove and 98.06% ac-
curacy for 16-block DMove; (2) Users prefer to use DMove
in front of familiar people and indoor scenarios (like their
home or office); (3) Users felt more discomfort when mov-
ing towards directions that they cannot see; (4) DMove has
an equal task completion time as Hand and Hybrid and a
lower error than Hand when using a current consumer AR
HMD; and (5) DMove is preferred by users because it has
low workload but high usability and novelty.
Based on our results, we list several design guidelines

including allowing for customization due differences in users’
physical features, placing frequently used items near the
user and in the frontal directions, and offering visual and/or
auditive feedback—no additional tactile feedback is needed
because DMove inherently comes with it, as users can feel
when their foot touches the ground.
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